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A new type of resonance phenomenon in a class of bistable oscillators driven by a periodic dichoto-
mous noise process is described. The phenomenon manifests itself as troughs or peaks in the stationary
density and has its origin in the appearance of periodic orbits in the noisy dynamics. The stationary den-
sity exhibits many self-similar scaling features as the system parameters are tuned, and these features
are discussed. Since the noise process is easy to implement and the phenomenon is quite general, it
should be possible to observe such resonances in experiments.
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Stochastically forced bistable oscillators underlie the
description of a wide range of physical phenomena relat-
ed to internally or externally induced transition rate pro-
cesses between two deterministically stable states.! The
equation of motion for the “coordinate” g of such a sys-
tem is

mi=—¢q+F(q,at)), (1)

where F(g,a(t)) is a general force term that depends on
the stochastic process a(t), and ¢ is the friction coef-
ficient. The stochastic process in (1) may be additive,
multiplicative, or both. Electrical, optical, and mechani-
cal systems may oscillate, whereas chemical rate laws for
systems with a single intermediate correspond to an over-
damped version of (1); the “mass” m controls this effect.

We focus on a particular stochastic process that pro-
duces random changes in the potential function that
governs the oscillator dynamics. More specifically, we
consider the periodic dichotomous noise process a(z)
defined in the following way: After lapses of fixed dura-
tion 7z, a(z) takes the values ao with probability p or a,
with probability 1 —p. For this noise process, (1) corre-
sponds to jumping randomly at intervals ¢ between po-
tentials V;(q) =V(q,a;), with i=0,1, where F(q,a;)
= —dV;(q)/dg. The bistable potential ¥;(g) can be
parametrized so that ¥y and ¥, correspond to cases
where the right or left potential well is destroyed and
transitions between these regions occur as a result of ran-
dom changes in the potential function. This periodic di-
chotomous noise process leads to a new class of phenom-
ena which we term stochastically induced coherence
—structured spires or troughs in the stationary probabil-
ity density; it arises from the interplay between the bista-
bility in the average potential and the fixed switching
time t, and is amenable to experimental test. We first
discuss the nature of the phenomena and then describe
how experiments may be designed to test the predictions
of the theory.

By considering a quadratic approximation about each
minimum in the bistable potential we obtain a model

that is analytically tractable and yet illustrates all the
essential features of stochastically induced coherence.
Since the dynamics is globally linear for each quadratic
potential, we can construct an explicit diffeomorphism
for each branch of the potential in terms of the system
parameters and the lapse time z. Much of the dynamics
of this solvable example underlies that of more complex
bistable potentials. Dividing by the mass and introduc-
ing the linear force, (1) becomes

j=—vq§—wlq+o*2+a;), (2)

where @ is the oscillator frequency, y=¢/m, and ao,
= F ©%/2. The indices i=0,1 now refer to the locations
of the minima of the two quadratic potentials. Introduc-
ing the phase-space variables ¢ and §=v, (2) can be
written as a pair of first-order equations and integrated
over the time interval 7 to yield the pair of 2D maps,

qU+1D) =arqg@)+puv@)+0 —a)e@),
v+ 1) =—0%ugt)+a—_v@)+wus@),

where the Boolean random variable &(¢) is O with proba-
bility p and 1 with probability 1 —p, ¢ is measured in
units of 7, and

3)

ES +T +T [/

arAo=wie"" —w-e"*", pAo=e"*"—e

Here o+=—y/2x0(y/2)*—0X1"? and Ao=w+
—w-. When £=i the map (3) will be called map M;.
Letting r be the phase point (q,v), we have M;r=r]. Ei-
ther branch M; is a nonsymmetry linear 2D map with a
single fixed-point attractor and global behavior ranging
from oscillations in the underdamped regime to mono-
tone behavior in the overdamped regime. While the dy-
namics on each branch is trivial, definite sequences in the
stochastic forcing can lead to periodic orbits which give
rise to the stochastically induced coherence.

Consider the overdamped regime. Apart from a shift
of origin, each branch M; of the stochastic map is a con-
traction with the same real eigenvalues A + =exp(w + 1)
and right |i+) and left (i + | eigenvectors, so the maps
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are conjugate under a translation of origin. The eigen-
vectors associated with each origin are parallel and, suit-
ably normalized, form the sides of a parallelogram. For
overdamped dynamics, once the phase points enter this
parallelogram they are trapped. In terms of the eigen-
vectors of the Mo branch, we may write r=c+|04+)
+¢-]0-), and using the spectral representations of M;
in the M basis we have for i =0,1

Mix: o +=i(l=Ax)¥hzcx. (4

Hence, in this representation the pair of 2D maps M;
reduces to two separate (£ ) pairs of 1D maps M; +.
Both = trajectories are coded by the same stochastic
map sequence. The eigenvalues A + can be made to vary

. such that 0 <A_ <A+ =< 1. Therefore we now focus on
the 1D case and to simplify the notation the branches f;
are defined by

S xt =il =) +ax (=0.1), - (5)

where the eigenvalue A is the contraction parameter and

x is the fractiona] distance along the corresponding side
(eigendirection) of the parallelogram.

The branches of (5) define the stochastic difference
equation N ‘

x@+1)=xx@)+ (1 —x);(‘zf),' | 6)

where £(¢) is the Boolean random variable defined in
(3). At any A, the invariant density of the stochastic
process (6) can be obtained from a single trajectory.
Figure 1 shows the A dependence of this density for
p=1% in the A-x plane. Evidently, the invariant density
is organized by two infinite sets of lines that emerge from

x=0 and x=1 at A =0. Lmes in one set only cross lines
in the other, so for A < ¥ there are no crossings giving a
gap-filled structure. For A > ¥ most of the interval is
accessible; a conspicuous latticelike region of crossings
near A=74 changes abruptly, at A=(~/5—1)/2, into a
region of smooth density at larger .. We now discuss the
distinctive behavior in these three regimes, and the
singular behavior at the parameter points that separate
them. 3 ‘

Cantor set regime.—For A€ (0,%), the invariant
density is a Cantor set. Under fo the interval [0,1] is
mapped into [0, X] while under f it is mapped into
[t —=A,1]. For A < 7 these intervals are disjoint with an
intervening gap. Successive iterations of the map pro-
duce a hierarchy of nested, disjoint intervals whose limit
is a Cantor set with scaling length A, so the fractal di-
mension? D is —log2/logh. At A =0, D=0 because the
Cantor set has collapsed onto the end points x=0 and
x=1, and at A= 3, D=1 because it fills the unit inter-
val, ,

Resonance regime.—For A€ [1,(v5—1)/2], the
crossing sets of lines produce self-similar bands in the in-
variant density. It is useful to consider the stationary
solutions p* to the Chapman-Kolmogorov equation cor-
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FIG. 1. Stationary density p* in the A-x plane.
density regions are blue and low-density regions are red.

High-

responding to (6):
pGe,t+1) =2 "Ypp(x/A,1)
+ (1 =p)p(x+r—D/Ae ), ()

which must be solved subject to the condition that p* (x)
=0 for x & [0,1]. The spectrum of (7) lies in the open
unit disk, apart from eigenvalue 1 for p*, so this station-
ary density can be found by iteration. However, we can
also find p* explicitly at some A; e.g., at A=1 where
crossing first occurs the density is uniform for p = 7.

For all values of A > 3 the support? of p* is [0,1] (but
p* may vanish on a dense set). For A just above +, Fig.
1 shows structured high-density (blue) wedges corre-
sponding to flat-topped peaks; as A increases these merge

- into regions of low-density (red) wedges which we term

trough resonances. The most intense of these occurs at
A=(~/5—1)/2. For larger A there are only faint struc-
tures, and these seem to disappear above A =1/+/2. The
origin of these resonances is not difficult to understand.
We first examine the nature of the envelope of p* near
the end points 0 and 1. The integral of p* (x) over an in-
terval [0,x] is the distribution function or mass on that
interval m*(0,x), say. For p*, Eq. (7) then yields

m*(O,x) =pm*(0,x/1)
+(U=p)m*0,(x+1—1)/1). (8)

If x is chosen such that x <1—A, which is true suffi-
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are conjugate under a translation of origin. The eigen-
vectors associated with each origin are parallel and, suit-
ably normalized, form the sides of a parallelogram. For
overdamped dynamics, once the phase points enter this
parallelogram they are trapped. In terms of the eigen-
\t\‘ ors of the M, branch, we may write r=c+|0+)

-10-), and using the spectral representations of M,
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Hence, in this representation the pair of 2D maps M,
reduces to two separate () pairs of 1D maps M +.
Both * trajectories are coded by the same stochastic
map sequence. The eigenvalues A + can be made to vary
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the 1D case and to simplify the notation the branches f;
are defined by
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where the eigenvalue A is the contraction parameter and
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The branches of (5) define the stochastic difference
equation
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where £(z) is the Boolean random variable defined in
(3). At any A, the invariant density of the stochastic
process (6) can be obtained from a single trajectory.
Figure | shows the A dependence of this density for
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FIG. 1. Stationary density p* in the A-x plane. High-
density regions are blue and low-density regions are red

responding to (6):
plx,t+1)=x""{pp(x/A,1)
+(1—plp((x+r—1)/A,0)}, ()

which must be solved subject to the condition that p* (x)
=0 for x € [0,1]. The spectrum of (7) lies in the open
unit disk, apart from eigenvalue 1 for p*, so this station-
ary density can be found by iteration. However, we can
also find p* explicitly at some A; e.g., at A=13% where
crossing first occurs the density is uniform forp=+.
For all values of A > + the support? of p* is [0,1] (but
p* may vanish on a dense set). For A just above %, Fig.
| shows structured high-density (blue) wedges corre-
sponding to flat-topped peaks; as A increases these merge
into regions of low-density (red) wedges which we term
trough resonances. The most intense of these occurs at
A=(~/5—1)/2. For larger A there are only faint struc-
tures, and these seem to disappear above A =1/~/2. The
origin of these resonances is not difficult to understand
We first examine the nature of the envclope of p* near
the end points 0 and 1. The integral of p* (x) over an in-
terval [0,x] is the distribution function or mass on that
interval m* (0,x), say. For p*, Eq. (7) then yields

m*(0,x) =pm™(0,x/1)
+(0—p)m*(0,(x +A—1)/A). (8)

If x is chosen such that x <1—A, which is true suffi-



lambda



VOLUME 64, NUMBER 20

PHYSICAL REVIEW LETTERS

14 May 1990

ciently close to the origin, the second term of (8) is zero
and m*(0,x) =pm™*(0,x/A). This equation admits a
power-law solution 7 *(0,x) ~x", where vo=logp/logA.
A similar analysis for the behavior near x=1 yields a
power-law behavior with an exponent of v, =log(1 —p)/
logh. The envelope of p* near the origin is given by the
derivative of the probability mass and thus p* (x) ~x™,
with zo=vp—1. Consider the case p=7; for 3 <A
<1/4/2, 0<zg< 1, the density envelope goes to zero
with infinite slope. This cusp behavior of the density
near the origin (and near unity) is responsible for the
trough resonances as can be seen from the following ar-
gument.

The resonances arise from the existence of periodic or-
bits which contain two points that are (finite) images of
0 under f, and 1 under fo, respectively, i.e., eventually
periodic orbits. Consider the family of periodic orbits
with two points on the orbit arising from first images of
0 and 1 as described above. For p= 1% the periodic or-
bits possess a mirror symmetry under the fo and f| maps
so that a period-2n orbit consists of n steps to the left on
fo and n steps to the right on f,. The condition for the
existence of such a period-2n orbit is easily written as

fooff Vo f(1)=£100), )

where £ is the nth composition of the map. An equi-

valent representation of the periodic orbit can be ob-
tained from (9) by the replacement 0«—1. Since these
periodic orbits contain points which are images of 0 and
1, and the density goes to zero as a power law at these
points, then this cusp behavior is replicated at all points
of the periodic orbit. Since the number of these images
doubles under the two branches of the map, the invariant
density vanishes on the uncountable limit set of these
cusped zeros.

The simplest periodic orbit of this type has period 2,
and for this case (9) reduces to p;(A)=A%+A—1=0,
whose solution is the golden mean A;=(~/5—1)/2. Fig-
ure 2 shows the invariant density corresponding to this
golden-mean resonance.® Note the large troughs at x
equal to A and 1 —2, the images of 1 and 0 under fo and
f1, respectively. The remaining troughs arise from
higher-order images as described above. The A values
corresponding to the *“daughters” of this resonance can
be constructed in a similar way from (9) for n=2,3,....
In fact, it is not difficult to show that a simple scaling re-
lation exists for this family of periodic orbits. If we let
pn(1) denote the polynomial* that results from (9) for a
period-2n orbit, we have the following recursion relation:

Pa+1(A) =Ap, Q)+ (1 —2)21—1). (10)

The fixed-point function of this equation p* (1) gives the
value of Ao corresponding to the “root” of this first fami-
ly tree. We find p*(1) =21 —1 or Aw= 3, where p* =1
for x € 10,11 and is zero elsewhere, i.e., it is piecewise
smooth. The asymptotic scaling relation for A easily fol-

°-8% 0.2 0.4 0.6 0.8 1.0
X

FIG. 2. Density p* vs x for strong resonance at A

=HS5-1)/2

lows from (10). Letting Ay =Aw-+0JA, we have A+
=18\, (geometric convergence) for large n. As one
progresses through the family tree, starting with the
golden-mean resonance, the orbits increase in length un-
til at the root we have a symmetric infinite-period orbit.
Other resonance family trees can be constructed in the
same way, and should show the same generic features.

Smooth density regime.—The value A =1/~/2 signals
a change in the behavior of the density envelope near 0
and 1 for p=7%. In this case the exponent zo=1 and
p(x)~x near x=0; the density goes linearly to zero at
the end points 0 and 1. If A>1/+/2 then zo>1 and
p(0) =p'(0) =0 and the density goes smoothly to zero as
a power law. So while periodic orbits of the type dis-
cussed above may be constructed, the absence of cusplike
behavior near the end points gives rise to an apparently
smooth invariant density.

If the dynamics is not overdamped as assumed above
the fuil 2D map, (3) must be studied and an even richer
structure for the invariant density exists. In the under-
damped regime the decay is oscillatory, which gives rise
to a spiral structure for the invariant density in the (g,v)
plane with self-similar features.

It should be possible to observe stochastically induced
coherence in bistable systems subjected to periodic di-
chotomous noise processes that produce hops between
the bistable states. We describe a few specific examples
here. The iodate-arsenous acid reaction may be carried
out in a continuous-flow stirred tank reactor under far-
from-equilibrium conditions.® If arsenous acid is in ex-
cess, a detailed consideration of the reaction mechanism
shows that the iodide-ion concentration x =[I ~1 satisfies
a cubic-rate law, x = —ax3+bx2—cx +d, where a, b, ¢,
and d are parameters that depend on the chemical rate
constants and feed concentrations.> The cubic kinetics
correspond to an underlying quartic “potential” function
and bistable steady states exist for a range of parameter
values. The parameter d may be made a periodic dicho-
tomous random variable by randomly switching the
iodide and iodate (II ~l¢ and [IO; ~1o) input feeds to the
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reactor.® The input feeds can be switched on a time

scale of 1-5 sec while the characteristic relaxation time
for hops between the bistable states is 2-5 min. Thus in
a typical experimental run of 20 h, approximately 500~
1000 observations can be made which corresponds to
roug_}ﬂy ten Cantor set decimations in the invariant den-
sity.

Optical bistable devices are good candidates for exper-
imental studies because of the shorter time scales in-
volved in their operation (hop relaxation times can vary
from 100 usec to a few msec).® Under some conditions
(a quantity proportional to) the output intensity of the
Ikeda or hybrid optical bistable devices® satisfies a non-
linear mapping equation with a sinusoidal nonlinearity.
The input intensity is a convenient bifurcation parameter
and the system displays a prominent region of bistability
between steady states.” The local dynamics in the vicini-
ty of this bistability corresponds to motion in a bistable
potential and the input laser intensity can be made a
periodic dichotomous noise process to induce hops be-
tween the two output states of the nonlinear optical de-
vice. Recently,!? an optical bistable device that can be
switched from clockwise to counterclockwise lasing
operation was used to study stochastic resonance. By
modifying the way the frequency of the acousto-optic
modulator is changed to correspond to periodic dichoto-
mous switching and by changing the operating conditions
of the laser so that the lasing direction switches even in
the absence of the additional external noise required for
stochastic resonance, one may construct an optical device
for the observation of stochastically induced coherence.

The principle features needed for the observation of
the effects described in this paper are a bistable system
that can be forced with a periodic dichotomous noise
process to effect hops between the bistable states. Thus
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we expect the phenomenon to be generally observable in
a broad class of systems of this type.
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